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Abstract—The synthesis of lumped-element equivalent circuits frequency points is available in the form af-parameters
for time-domain analysis of problems with frequency-dependent (admittance),Z-parameters (impedance), S{scattering)-pa-
parameters is of great interest in microwave theory. This paper 5 meters obtained from broad-band measurements performed

presents a systematic approach to generate minimal-order realiza- in mmercial network analvzers or rigor full-wav
tions for passive microwave circuits characterized by either admit- using co eércial network analyzers or rigorous full-wave

tance, impedance, or scattering-parameter data. In addition, avery €lectromagnetic simulations. The frequency-dependent nature
efficient method to ensure inherent system properties such as sta- of the investigated problem generally requires: 1) the defi-
bility and passivity is described. The proposed method is suitable nijtion of the simulation model in frequency-domain; 2) the
for simulating frequency-response-based linear subnetworks in a y5nsformation from the frequency domain to the time domain;
general circuit environment consisting of lumped/distributed ele- . . . . .
ments and nonlinear devices. Modeling examples for a two-, four-, and 3) the tranSIent analysis qnd tllme-domaln solution [9_]'
and ten-port system with nonlinear and linear terminations, re- FOr the continuous representation in the frequency domain,
spectively, are given. rational functions in the complex frequengy= jw are used.
Index  Terms—Curve fitting, equivalent  circuits, From the rational functions, the inverse Fourier transforms for
frequency-domain synthesis, modeling, multiport circuits, passive closed-form representation in the time domain are computed
circuits, reduced-order systems. analytically. The resulting simulation process in the time
domain is solved by using recursive convolution schemes for
each port parameter. However, the numerical evaluation of
] ) ) convolution integrals can require high computational effort and
E FFICIENT transient simulations of components charagun cause numerical stability problems. Alternatively, time-do-
terized by measured or tabulated frequency-depend@Riin macromodel synthesis techniques can be applied to derive
data have been widely discussed in microwave literaturg. corresponding equivalent circuit of the device-under-test
Especially the modeling of multi-input multi-output (MIMO) (pyT). In that case, the CPU expenses for transient simulations
systems is still considered to be a challenge. Because of g dependent on the order of the system model and the size
high density and complexity of modern microwave devicegs the synthesized lumped-element network. Furthermore, the
the use of reduced-order macromodels is imperative for efjor advantage in using macromodels is that a single model
ficient circuit simulation for the purposes of signal-integrityy, 3 minimum realization can be obtained, as is desired in most
assessment and electrical-functionality verification [1]-[8}5es 8].
The major difficulty usually encountered when linking the of particular interest is the development of reduced-order
systems characterized by frequency-dependent parameters @ggéromodels, which maintain the passivity of the original
nonlinear simulators is the problem of mixed frequency/timgrcyit, i.e., the resulting model entails that it should absorb
since nonlinear components are represented only in the tiggjye power for any set of applied voltages or currents at
domain, whereas when using sophisticated data analyzgry frequency. Past experience has shown that simulations
or data-acquisition equipment, information about the systefyolving frequency-response data fitted by rational functions
is often obtained as frequency-response samples insteactgf sometimes lead to an unstable simulation, even though the
time-domain data. Commonly, the port response at discref@crete dataset for each port has been approximated using only
stable poles. This requires proving passivity of the generated
Manuscript received April 5, 2002; revised August 28, 2002. This work wddlIMO model for all frequencies from zero to infinity. Using
supported by the European Commission under Contract G3RD-2000-0030%yansfer-function representations, a criterion for passivity is that
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ated transfer-function model. In this paper, a different criteridwo polynomials with real coefficients. The corresponding ra-
to overcome this problem is presented. It enables to verifipnal transfer-function matrix that approximates thport fre-
passivity of a developed model in the rangeloK w < oo quency parameter data can be written as

by solving one Ricatti equation only. The criterion is suitable ) .
for passivity assessment of time-domain macromodels, which H(s) = Ao+ Ars+ Ags”+ -+ Aes
combines the advantages of minimal-order time-domain real- L+ b1s + bas? + - -+ + bys"

'Ze};'r?.n' and ef_ﬂment as_se(sjsmefnt”of mo?elgrogertlﬁs.d_ﬁ whereb, is normalized to unity. The\;’s represent the, x n
'S paper IS organized as foflows. In section 1, di erenffoefficient matrices of the numerator polynomials of the order

data-fitting techniques used to generate a continuous transger—nd b’'s are the coefficient of the common denominator

function representation from the discrete frequency respons Q ynomial of the orde. The appropriate order is determined
multiports are discussed. Sections Ill and IV present a syste cording to the chosen error criterion, e.g., a weighted least
atic approach to determining the corresponding minimal-ord&&uare type error criterion (5) as foIIowé: '
realization from the calculated transfer-function matrix and en-
suring inherent system properties such as stability and passi\ggy:

in a very efficient manner. How to generate the equivalent-cir- LN

cuit network is described in Section V. The models prowdnzjz 5 ZWIW

an accurate description of the investigated multiport syste

(4)

2

n €

k k

Hm'y (wt) E bksi - E Aa:y,ksi
k=0 k=0

r=1y=1 1=1
within the specified frequency range and exhibit a considerably ! )
reduced complexity, which is verified by numerical examples in
Section V1. Conclusions are drawn in Section VII. The transfer-function matriK(s) can also be expressed in pole
Yir(wi) ... Yin(wi) residue form
Yw)=| : 1. (1) K,
: : H(s) = K d 6
Yor (@) . Yon(w:) () =Ko+ D 7o ©)

where thep;’s are the common pole arld;’s are residues of
H(s). The coefficients of the transfer-function matrix (4) can
In practice, information about a system is often given in ternfe calculated using different complex curve-fitting techniques
of frequency responses of the system at some discrete set of [pg-
guencies. Typically, the frequency-response data oftpert The model-based parameter-estimation method, e.g., repre-
to be modeled are provided in termsYf, Z-, or S-parame- sents the extension of Prony’s approach to the treatment of fre-
ters at/V discrete frequency points; that cover the bandwidth quency-domain data. This fitting technique was first applied by
of interest, e.g., as given in (1). The different frequency-depeldiller et al.to the analysis of electromagnetic problems [13].
dent parameter matrices are related to each other by (2) and (3flhe ¢ = 7 + (¢ + 1) - n? unknown coefficients in (4) are
whereZ, is a diagonal matrix containing the square roots of atiomputed by applying a point-matching algorithm that forces

Il. DATA FITTING BY RATIONAL FUNCTIONS

port impedances as follows: the discrete data to be equallyw;) at ¢q/2 frequency points
Ws.
Y (w;) =Z5 ' (T+S(wi) ™ (I - S(w))Zg" (2)  The linear system of equations for real and imaginary part
Z(w:) =Zo (I - S(wi))—l(]: +S(w;)) Zo. @) of H(w,) obtained from (7), shown at the bottom of this page,

are straightforward to implement in computer code; however,
The problem of fitting a real rational model to a given frequendpr high-order approximations over a wide frequency range, the
response has been addressed by many authors [9]-[18]. Ingiastem is highly ill conditioned and nearly singular. This is be-
traditional way, a one-port system is modeled as a fraction cduse the ordinary power serids®;, w?,w?,...) have a very

-Ag
. 2 . € . . 2 . A,y

1 jwo (Jw0)2 oo (jwo) —jwoH (wo) _(]‘UO)ZH(WO) — (Jwo)" H (wo) :
1 jor (Juw)® ... (Jur)” —jwiH (w1) — (Jw1)" H (w1) — (Jw1)" H (w1) A
P L : : 3 : by
L jwg/e (j“’q/Z) (j“’qm)6 _jwq/ZH(wq/Z) _(jwq/Z) H(wq/Z) _(j%/?)nH(“’q/Z) :
b, |

H (wo)

H (w1)
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large dynamic range, and they become almost parallel at higher Ill. M INIMAL -ORDER REALIZATION
orders. The problem can be overcome by using normalized aNGiven a transfer-function matrid(s), several forms of time-

gular frequency valuesy = w;/wy or splitting the frequency domain realizations can be obtained. The derivation of differen-

range in several sub- domalns ial equations from a transfer-function system is referred to as

Another approach to circumvent the ill- Condltlonecanacromodel synthesis. In general, a set of first-order differen-

system Of equatlons is 10 replace the ordinary power SeTiER equations in state—space domain can be described as

(1,w;, w?,w?,...) in (6) by orthogonal polynomials, such as
Chebyshev polynomials [14]. The Chebyshev polynomial of d
degreek is given by Ex@) =Ax(t) + Bu(t)
t) =Cx(t) + Du(t 13
Ty.(z) = cos (k arccos z) . (8) y(®) =Cx() u(®) (13)

Th valent ies for Chebvsh | a\g hereA € R™*™, B € R™*", C € R**™, D € R"*",
© eqUIvaen POWEr Seres for LNeLyshev polynomiag, ., equals the numberof states, i.e., the order of the system.
1,z,22% — 1,423 — 3ax,. ) are orthogonal in the interval

-1, 1] over a weight(1 — #2)-1/2. In addition, they have a Using, for example, th& -matrix (1), thekth element of the
small dynamic range that is bounded betweeh and 1 in input vectoru(¢) and output vectol(¢) corresponds to the

voltagevk( ) and current(t) at portk, respectively.
the interval[-1,1]. This makes the Chebyshev polynomials A state—space realization is said to be a minimal realization of
particularly well suited for approximations of very high order L transfer function matri(s) if the system matrixA has the
[14]. To this end, (7) needs to be rewritten using ChebyShg}ﬁallest possible dimension, i.e., the state—space system has the
polynomials. After solving for the coefficients, the equwalenrt

west number of states. The smallest dimension is called the
of the ordinary power series can be calculated efficiently using-\illan degree ofFL(s) [19], [20]. To calculate the minimal
Clenshaw'’s recurrence formula.

reaI|zat|on first either the left or right co-prime factorization
A different method was developed by Gustavsen and Semlyen g P

[15]. Their vec_tor f|tt_|ng p_rocet_dure determlnes_ the _unknown_ ﬂ(s) —H(s) — H(s = o) (14)
residue values in (6) in an iterative manner starting with an esti- - . .

mated set of real or complex conjugated pairs of pplgsFor H(s) =Dy(s)™" - Ni(s) = Ny(s) - Dy (s) (15)
this purpose, the rational functions (9) and (10) are introduced

as follows: is calculatedD;, N;, D,., andN,. € P(s)"*™ are pqunpmial
matrices ins. Considering the right co-prime factorizatidD,.
Koy,oi andN,. can be decomposed into a higher order coefficient ma-
) =1+ Z S — poi ©) trix Dy, € R™*", wheredet(Dy},.) # 0 and lower order coef-
ficient matricesD;. andN;. € R"*™, respectively,
G.T’l 1‘1 + l.y : 10
J w0 Z S5 — Poi ( ) D»,»(S) :Dhcq)(s) + ch‘I’(S) (16)
Gy (Jwr) —Uwy(ka)Hwy(wk)- (11) N, (s) =N;.¥(s) (17)

The unknownsK,, o, K.y 0i, andK,, ; are computed using with
sample valued,,(wr) and solving the linear system (11).

; 0 .00
Once the unknowns are computed, the transfer function for

each port parameter in (6) can be expressed in the form T
portp n (6) *P I ®(s) = diag (s) = 0 ] ] Tl ecm
Gzy(S) 1=1,...,n : .. . 0
HZ’U(S):—7 :E?y:l?"wn' (12) 0 0 Sk”

Oay($) (18)

The error due to the approximation (12) is computed and the

procedure is eventually reiterated by assuming as new startin s xn

poles the poles &, (s) in (12). A critical aspect of the vector- Qp bi‘i‘il_‘fl_fg ; eC (19)

fitting method is the choice of appropriate starting poles. Ex- o shn—1

perimental analyses in [9] have demonstrated that, for smooth —ky 4 kg -+ k. (20)

functions, i.e., without resonances, good results are obtained
by using real starting poles, equally distributed along the frg;q (13)—(19), the state—space system is obtained by
quency range of interest. The number of poles to use in the ap-

proximation in this case depends on the extension of the fre- fa11 ... Gim

quency interval in which the fitting model is applied. In the case DD, =
of frequency-response data with multiple resonances, starting he ¢

with complex conjugated poles should be considered. In order :am e Onm
to avoid ill-conditioned problems in the system (11), the real bir ... bin
parts of the initial poles are assumed to be 100 times smaller Dhcl = T (21)

than the imaginary parts.
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({0 Lo ... 0 1 sive if and only if, in case af-matrix representation, the matrix
s ' ' : (24) or, in case oY - or Z-matrix representation, the matrix (25)
0 is PD for0 < w < oo [3]-[5]. However, when testing the PD
a1y a criterion for (24) or (25), respectively, one can encounter major
™ kzm difficulties. A closed-form solution fof < w < oo is only
A= : available for one- or two-port systems. Alternatively, the numer-
0 . e e c ical calculation of the eigenvalues of (24) and (25) for discrete
) ' frequency points over a very broad frequency range will cause
o 1 0 high computational effort.
o ... ... 0 1 In this paper, a different criterion to overcome this
LLAn1 vor vve ven Onmd g g problem is presented. Transforming tRematrix to the cor-
rfo ... 0 T respondingY- or Z-matrix representation using (2) and (3),
s : the Kalman-Yakubovich—Popov (KYP) criterion [22] can be
byy ... by applied. The KYP criterion proves that a controllable and
ndgien L. .
B_ _ (22) ob_servable state—spacg sys;em reallzatlo_n (13) of an adr_mttance
: or impedance network is said to be passiveffof w < o if
0 ... 0 and only if there exist matricek, W, and PDP, satisfying
' the system of equations
L Lbin v band g, ppd r .
C =N,. PA+A'P=-L"L
D —H(s = o). (23) PB=C" -L'W

WT'W =DT + D. 26
In a similar mannerA, B, C, andD can be derived from the + (26)

left co-prime factorization [21]. The minimal realization (22) grom (26), the Ricatti equation (27) can be derived as follows:
(23) can easily be linked to standard nonlinear solvers or any

general-purpose circuit simulator. Note that “minimal realiza® (I + A) + (1 + AT) P+-..

tion” implies minimal computational effort and reduced numer- T 1 T

ical stability problems. -+ (C-PB) (D + D) (C -B P) =0. (27)

Thus, the proof that a given controllable and observable

state—space system satisfies the passivity criterion reduces to
Essential for the success of the proposed synthesis prodiscomputation of the matriR in (27) and its eigenvalues.

is that the generated models meet the system behavior of th&ince the minimal-order realization (22), (23) derived in Sec-

IV. SYSTEM PROPERTIES

original circuits. tion Ill is controllable and observable, the above criterion can be
N applied to the proposed macromodel synthesis method. In addi-
A. Stability tion, passivity of a developed model can be ensured by solving

A critical aspect concerns the stability of the fitting modelpnly a single Ricatti equation. Nonpassive models can be de-
which is assured if all rootg; of the common denominator tected at an early stage of the modeling process with reduced
polynomial in (4) lie in the left-hand side of the complex planecomputational effort.
i.e.,Re{p;} < 0.Ingeneral, stability can be enforced either as a Assuming that a rational approximation of (1) has been cal-
constraint in the calculation of the rational approximation (4) éulated with fairly high accuracy, but the corresponding min-
by applying correction techniques, such as reflection/contractihhal-order realization (22), (23) failed the modified KYP cri-

of unstable poles to the left half-plane, in a very simple mannerterion (27), passivity can be enforced by making only a small
correction to the rational approximation. The passivity enforce-

B. Passivity ment based on linearization and constrained minimization is

Ensuring passivity of the generated transfer-function reprét€sented in detail in [4].
sentation is more difficult to handle. Passivity implies that the
system cannot generate more energy than it absorbs, and that no V. EQUIVALENT CIRCUIT

passive termination of the system will cause the system to betq; those simulators that do not directly accept the differen-
come unstable. A passive system is asymptotically stable. Hoyj equations as input, such as SPICE, the state—space system
ever, asymptotic stability, i.eRe{p;} < 0, does notimply pas- (22 (23) can be converted to an equivalent-circuit network
sivity. The loss of passivity can be a serious problem becaysgsisting of passive elements and controlled voltage and cur-
transient simulations of the generated system model in @ 9e8¢ sources [2]. For the purpose of illustration, one considers a

eral circuit environment may encounter spurious oscillations simple case of a two-port network with two states given by
I-H'(jw) - H(=jw) >0 (4 . A
T, . . Ti| _|aGn a12| | T 4+ |7 Pz U1
H (—jw) + H(jw) 20. (25) By | |a21 a2 T2 ba1 b2 V2
Assuming the practical case Hi(s) being symmetric and its 1| |enn ez T di1  di» V1 (28)
coefficientsA; andb; being only real valued, the network is pas- o | 2o + dor das | |wa |’

12 C21  C22
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Fig. 1. lllustration of equivalent SPICE circuit generation from macromodel (28).
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= Fig. 3. Schematics of a coupled flat cable with input pulse at port 1 and
terminations at ports 2—4.
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...... Proposed method using
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20 40 60 80 100 120 140 Flg_. 4. T|r_ne response of coupled flat cable obtained for a 5-V/70-ns pulse with
a rise/fall time of 10 ns.
Frequency (MHz)

Fig. 2. SimulatedS-parameters and calculated model of the investigatedl, Coupled Flat Cable

coupled flat cable over the frequency range from 50 kHz to 150 MHz. )

First, a coupled flat cable characterized $»parameter data
The state—space system (28) can be constructed by controiithlﬁr the frequency range from 40 kHz to 150 MHz is modeled.

e fitting algorithm achieves excellent agreement between
voltage and current sources, as shown in Fig. 1. The generallﬁ]

generated rational functions and the dataset used with a

tion of the above discussion in the case of a higher number of
transfer-function matrix of twelfth order, as plotted in Fig. 2.

states or ports s straightforward. Applyingthe above-describedtransformation, the corresponding
VI E R state—space system of McMillan degree 12 is calculated. The
- EXPERIMENTAL RESULTS extracted equivalent circuit model for the four-port is terminated

In order to demonstrate the validity of this advanced amvith 50 Q2 at ports 2—4. At port 1, a 50+ voltage source is
proach, the following examples are considered. exciting the system with a 5-V pulse of 70-ns duration (Fig. 3).
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Fig. 5. Reference -parameters and fitting model of generic ten-portovertheg | = =
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Fig. 7. SimulatedY -parameters and calculated models of sixteenth- and
twenty-fifth order of the investigated harness antenna-coupling problem over
the frequency range from 150 kHz to 200 MHz.

-

Veort (V)

Va

0.5

0.5 1 1.5 2 25 3 35 4 Switching Driver at Harness Antenna
Time (ns)

Fig. 8. Schematics of a harness antenna coupling with switching driver at the
Fig. 6. Time response of generic ten-port obtained for a 2-V step with a rig@rness and 5Q at the antenna feeding point.
time of 1.2 ns.

Unified transient simulations obtained using the calculatétthe reference system and generated time-domain macromodel
SPICE-compatible macromodel are compared to simulati@hPorts 2, 3, and 6 is shown in Fig. 6.

results acquired with the original transmission-line model with

frequency-dependent parameters in the frequency domain. @sCable Harness Antenna Coupling

plotted in Fig. 4, excellent agreement is achieved. In the next example, the coupling between a cable harness
and an antenna is investigated. A full-wave field solver is used
B. Ten-Port System to calculate thes-parameters from 150 kHz to 200 MHz. From

As a second example, a generic lumpgidC network (ten- this, theY -parameters are calculated and approximated by pole-
port) with resonance frequencies up to 40 GHz is consideredsidue models with 16 and 25 poles. The magnitude and phase
The reference’-parameters of the ten-port and the fitted modeksponses of the data from simulation and pole-residue models
are plotted in Fig. 5. Applying the above transformation procease given in Fig. 7. Fig. 8. illustrates the termination of the syn-
the corresponding time-domain macromodel is generated. Tthesized lumped-element network. The transient response at the
obtained network is excited at port 1; the remaining ports are térarness and antenna feeding point calculated with the proposed
minated with 5d2. A comparison of the transient port responsasiethod compared with results obtained from mixed time- and
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Fig. 9. Transient response at the harndef)(and antenna feeding point
(right) obtained with the proposed method and mixed time—/frequency—domaitﬁln
simulations.

(18]

frequency-domain simulation shows excellentagreement, as de-

picted in Fig. 9.
(19]

[20]
VIl. CONCLUSION [21]

A systematic approach to extracting a system model of min-
imal order from components characterized by frequency—depeﬁz—zl
dent data has been described. The proposed method enables
transient simulations in a general circuit environment consisting
of lumped/distributed elements and nonlinear devices, with in-
creased numerical stability, decreased model complexity, and
reduced computation times. These advantages, together with
the ability to prove model properties such as stability and p
sivity in an efficient fashion, makes this method very suitab
for system modeling and time-domain analysis of frequency-
pendent data.
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